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Abstract—This manuscript presents a novel planar-based
transformer winding and core structure with controllable leakage
inductance generation for integrated magnetics applications. As
a result of limitations in integrated magnetics from the literature,
a new approach is proposed utilizing semi-interleaved windings
and controllable leakage via a leakage flux core leg featuring a
horizontal air gap. The proposed transformer design is analyzed
via detailed reluctance modeling to determine closed-form equa-
tions for the magnetizing and asymmetrically distributed leak-
age inductances. Next, a genetic-algorithm-based multi-objective
design optimization problem is developed, seeking to minimize
the core and winding losses of the proposed transformer subject
to a set of parametric and geometric constraints in a DC-AC
dual-active-bridge topology for microinverter applications. The
optimization was extended to include other integrated magnetics
structures from the literature, where it is determined that
the proposed transformer is superior from the perspectives of
efficiency, footprint area, and parasitic capacitance. Based on the
results of the optimization analysis, two designs with theoretical
transformer CEC efficiency drops (i.e. CEC efficiency reduction
specifically due to the transformer loss mechanisms) of 1.19% and
0.83% were fabricated and evaluated for electrical and thermal
performance in the proposed 40 V, 400 W microinverter.

I. INTRODUCTION

High-frequency transformers are at the heart of many widely
used isolated power converter topologies like flyback, phase-
shifted-full-bridge (PSFB), resonant (LLC, CLLC), and dual-
active-bridge (DAB), among others [1]. In flyback and PSFB-
based topologies, the leakage inductance of the transformer
is an undesirable parasitic element, which leads to voltage
spikes across switches and is thus intended to be kept as low as
possible in a good design. On the contrary, resonant and DAB-
based topologies include an impedance network between the
primary and secondary side of the transformer, consisting of
series and parallel inductances. The series inductor acts as an
energy storage and delivery element and is hence not intended
to be minimal. Rather, its value should be high enough to
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Fig. 1. General magnetics implementation consisting of an inductor and
transformer. In non-integrated magnetics applications, the series inductor (with
αL=1) and ideally low leakage transformer (where αp ≈ αs ≈ 0) are
implemented with independent core and winding sets. In integrated magnetics
applications, the series inductor can be eliminated (with αL = 0) as the
desired inductance is integrated into the transformer’s leakage inductance.
For the integrated case, the inductor’s distribution could be arbitrarily set,
where αp + αs ≈ 1 when Lm is sufficiently larger than L.

satisfy power-flow, voltage-gain, and zero-voltage-switching
(ZVS) requirements of the circuit.

Traditionally the inductance network would be realized by
a discrete series inductor and a near-ideal transformer with
low leakage inductance, represented in Fig. 1 when αL ≈
1 and αp ≈ αs ≈ 0. More recently, following the trend to
design converters with low cost, low loss, and high power
density, integration of the series inductor and transformer has
been proposed, where the series inductance is realized by the
transformer’s leakage inductance [2]. To further improve the
performance of the integrated structure, an increase in circuit
switching frequency has been coupled with the utilization
of planar cores with low profile height [2]. The integrated
transformer case is also shown in Fig. 1 where αL ≈ 0 and
{αp, αs} 6= 0, and hence the inductance distribution in the
transformer could be arbitrarily designed.

Previous literature has investigated different ways to con-
trollably achieve desired values of leakage inductance and
magnetizing inductance into a single transformer structure
[2]- [16]. In general, the techniques for leakage integration
involve manipulation of the transformer core structure [4]-
[6], insertion of additional magnetic materials into the core
structure [7]- [13], or manipulation of the winding structure
[14]- [16]. The approach in [4] considers the use of vertically
stacked transformer and inductor cores, exhibiting limitations
in complex transformer core implementation and multiple
winding PCBs. An improved planar-based matrix transformer
implementation is considered in [5]- [6], where the magnetics
core structure includes designated legs and flux paths for a
series inductance and ideal transformer.

In [7]- [9], the primary- and secondary-side windings are
both wound around the transformer core center leg, and
controllable leakage inductance is realized by placing an inten-
tional air-gap between the primary- and secondary-side wind-
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Fig. 2. Integrated transformer implementations from the literature with controllable leakage generated through, (a) air-gap or magnetic shunt material between
the primary- and secondary-side windings, (b) relative reluctance of the outer and center legs with primary- and secondary-side windings wound around
separate core outer legs (shell transformer), and (c) relative reluctance of the outer and center legs with asymmetrically distributed primary- and secondary-
side windings (ACL transformer). Terms np and ns denote an arbitrary number of winding layers used for the primary- and secondary-side windings, where
each winding layer is comprised of mp and ms number of turns.

ings, as shown in Fig. 2(a). Importantly, this winding structure
requires separate PCBs for the two windings, which may
compromise cost and manufacturability of the transformer.
Furthermore, the maximum achievable leakage inductance is
limited by the height of the air-gap between the windings.
An alternative approach for this winding configuration with
axial air gap separation between the primary- and secondary-
side windings is presented in [10], where limitations exist in
the usage of non-planar windings and maximum limits on
the leakage inductance. To circumvent the limitation in max-
imum leakage inductance in air-gap implementations, [11]-
[13] propose the use of a magnetic shunt (i.e. an additional
core material with larger than unity permeability) located
in the gap between the windings, also shown in Fig. 2(a).
However, the magnetic shunt increases the transformer core
complexity and assembly cost, incurs additional core loss in
the transformer, and has temperature-dependent permeability
leading to non-stable leakage inductance [9]. Furthermore,
[7]- [12] do not achieve good winding interleaving, which
will increase conduction-related losses due to the large DC-
to-AC resistance ratio. A further extension in [13] proposes
to include winding sets both on the transformer center leg
as well as the magnetic shunt, which will have difficulties in
manufacturability and conduction loss.

With regards to winding manipulation, [14] proposed to
wind the primary- and secondary-side windings around the
outer-left and outer-right legs of the transformer, shown in Fig.
2(b). In this design, hereby termed the ‘Shell’ transformer,
controllable leakage inductance is generated through proper
design of the core center leg. However, while the windings
could be implemented on a simple two- or four-layer PCB
with minimal complexity, the transformer has a large footprint
area, as the windings fully extend outside the transformer core.
Furthermore, the AC resistance in this design is high, as the
windings are not interleaved.

To address the issue of high AC resistance in the shell trans-
former, [15] proposes to wind the primary- and secondary-
side windings asymmetrically (i.e. placing a different number
of primary- and secondary-side turns) around the outer legs
of the transformer core as shown in Fig. 2(c). In light of
the winding structure, this transformer is henceforth deemed
the asymmetrically-wound controllable leakage transformer
(ACL). By asymmetrically distributing the windings, control-
lable leakage inductance can be generated by tuning the core

reluctances, and winding interleaving is achieved. However,
the winding structure is complex, as windings need to be
routed around both the left and right core legs. Furthermore,
for the advantages in AC resistance from winding interleaving,
the structure has high overlap area between the primary- and
secondary-side windings, which could generate undesirable
amounts of inter-winding capacitance. A similar approach is
also proposed in [16], however the windings are not inter-
leaved as effectively as in [15], and hence will likely result in
increased AC resistance.

In all of the current state-of-the-art, there are limitations
associated with subsidiary effects of the leakage inductance
integration. Generally these limitations include: complexity in
the core structure [4]- [5], [11]- [13], complexity in winding
structure [7]- [13], [15]- [16], and high AC resistances due to
winding structure [7]- [14]. As such the principal contribution
of this manuscript is to develop a transformer core plus
winding structure that, 1) is capable of realizing controllable
leakage inductance, 2) utilizes a simple core structure and
winding layout that can be realized on a low-cost four layer
PCB, 3) achieves at least partial winding interleaving for low
DC-to-AC resistance ratio, and 4) has low winding overlap
area such that the parasitic capacitances do not degrade circuit
performance. Furthermore, the second key contribution of the
manuscript is to develop a transformer geometry optimiza-
tion procedure, which will be used to design the proposed
transformer in a single-stage DAB-based 400 W microinverter
application and enable design comparison to other transformer
structures from the literature.

The manuscript is organized as follows: Section II presents
reluctance modeling for the proposed transformer; the target
topological application is developed in Section III, alongside
the associated loss modeling; a multi-objective design opti-
mization is presented in Section IV; finally, Section V presents
experimental results.

II. ELECTRICAL MODELING OF PROPOSED TRANSFORMER

A. Overview of the Proposed Design

A cross-section view of the proposed transformer design
is shown in Fig. 3, including the core, the core’s equivalent
reluctance model, and the transformer windings [1]. The core
can be realized through the use of an E-core, plus two I-core
segments separated by an air gap. In light of the construction,
the proposed implementation is henceforth referred to as the
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Fig. 3. Core and winding diagram of the proposed EII transformer. Within
the core is the equivalent reluctance network, realized by a single equivalent
reluctance for each core leg. Each winding layer may be comprised of an
arbitrary number of turns. White portions in the winding structure indicate
the absence of turns on the respective PCB layer.

‘EII’ transformer. As can be observed, the terminal windings
are wound around the left leg and the center leg, achieving
partial interleaving in the left core window. The mutual flux
path is completed between the outer left leg and the center leg,
while the leakage flux path is completely between the winding
legs and the outer right leg. Due to the fact that the leakage flux
path is completed through the outer right leg, there is freedom
to place an air gap anywhere along the core leg. As such, the
air gap is shown to be placed along the top-section of the core
(deemed a horizontal air-gap) to reduce the magnitude of the
perpendicular component of the H-field at the winding, and
improve the H-field symmetry along the cross-section of the
windings [17]. As a result, the winding DC-to-AC resistance
ratio is reduced as compared to placement of the air gap along
the vertical section of the core.

B. Reluctance Modeling

The detailed reluctance model of the core is presented
in Fig. 4. Due to the fact that the mutual flux path is un-
gapped in the proposed implementation (where otherwise the
air-gap is a dominant reluctance component compared to the
core reluctances), consideration of separate reluctances for
the corners and straight core segments is critical, originally
motivated and modeled in [18]. The considered lengths and
areas of each reluctance segment is shown in Table I, and the
reluctances can be calculated via,

Rx =
lx

µr,xµ0Ax
(1)

where lx is the length of the reluctance segment, Ax is the
effective cross-section area of the reluctance segment, and µr,x
is the relative permeability of the core segment. The air-gap
reluctance is important to model as accurately as possible,
as it is the largest reluctance component in the network.
Consideration of 3-D fringing effects can easily be calculated
via the formulation derived in [18], where in this case a type-I
air-gap is utilized.

Conversion of the detailed reluctance network in Fig. 4(a)
to the equivalent network in Fig. 4(b) can be facilitated by,

R1 = Rside + 2Rc,1 + 2Rc,2 +Rtop +Rbot (2)

R2 = Rside (3)

R3 = Rgap +Rlk + 2Rc,2 + 2Rc,3 +R′top +Rbot (4)
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Fig. 4. Proposed transformer (a) detailed core reluctance modeling, and
(b) equivalent reluctance network modeling. In (a), inner core dimensions
are labeled in red, while the external core dimensions are labeled in blue.
Additional dimensions related to the winding structure are identified in green.
The primary-side windings extending outside of the core footprint on the left
have not been shown for simplicity.

TABLE I. LENGTHS AND AREAS FOR EACH RELUCTANCE IN FIG. 4(a).

Reluctance (x) Length Area

Side (side) hside lsidedcore

Corner 1 (c1) π(htop + lside)/8 dcore(htop + lside)/2

Top / bot (top / bot) ltop htopdcore

Corner 2 (c2) π(htop + lside/2)/8 dcore(htop + lside/2)/2

Top’ (top’) ltop − lgap htopdcore

Gap (gap) lgap htopdcore

Leak (lk) hside llkdcore

Corner 3 (c3) π(htop + llk)/8 dcore(htop + llk)/2

From the equivalent circuit, equations for the flux in each of
the three core legs can be derived as,

φ1 =
NpIp(R2 +R3)−NsIsR3

RT
(5)

φ2 =
−NpIpR3 +NsIs(R1 +R3)

RT
(6)

φ3 =
NpIpR2 +NsIsR1

RT
, (7)

where RT = R1R2 + R1R3 + R2R3, Np = npmp and
Ns = nsms are the total number of primary- and secondary-
side turns (np and ns are the number of winding layers on
the primary- and secondary-sides, mp and ms are the number
of primary- and secondary-side turns on each winding layer),
and Ip and Is are the terminal currents of the primary- and
secondary-side. Using the flux expressions in each of the three
core legs, the self- and mutual-inductances of each coil can
be derived as,
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Ls,p =
Npφ1|Is=0

Ip
=
N2
p (R2 +R3)

RT
(8)

Ls,s =
Nsφ2|Ip=0

Is
=
N2
s (R1 +R3)

RT
(9)

M =
Nsφ2|Is=0

Ip
=
NpNsR3

RT
(10)

Based on these equations, the magnetizing and leakage induc-
tance in the transformer T-model of Fig. 1 can be determined
through subtraction of the self and mutual terms and reflection
by the transformer turns ratio [3],

Llk,p = Ls,p −M/N =
N2
pR2

RT
(11)

Llk,s = Ls,s −M ·N =
N2
sR1

RT
(12)

Lγm = M · T (γ) =
NpNsR3

RT
T (γ) (13)

where γ = {p, s} defines the side of the T-model that the
magnetizing inductance is referred to, T (γ) = {1/N,N} is the
corresponding turns ratio reflection function, and N = Ns/Np
is the transformer turns ratio. It is clear from (11)-(13) that
control of the magnetizing inductance, and both leakage induc-
tances, can be achieved through manipulation of the number
of turns and the three equivalent reluctances {R1,R2,R3}.

In light of (11)-(12), it should be noted that the designer
has near-independent control of both leakage inductance in
the T-model. One desirable configuration is the case shown
in Fig. 4(a), where an air-gap is only placed on the leakage
leg of the core. In this case, R3 > R1 > R2, where each
inequality is assumed to present at least an order of magnitude
between terms (i.e. R3 > 10R1). In many cases where a large
magnetizing to leakage ratio is preferred, the factor by which
R3 is greater than R1 may be even larger. Therefore, (11)-
(12) mathematically infer that the leakage inductance would
be almost completely realized by the secondary-side (hereby
deemed the EII Sec. configuration), as the leakage inductance
on the primary-side would be small. Intuitively this is also
clear, as the flux generated by the center-leg windings is more
inclined to travel through the leakage leg, as compared to flux
generated by the outer left leg windings, due to the relative
magnitudes of R1 and R2. Naturally, other realizations are
also possible where the leakage inductance could be nearly
completely realized by the primary-side (e.g. exchanging the
location of the primary and secondary-side windings in Fig.
3, henceforth referred to as the EII Pri.), or where the
leakage distribution is closer to equal (e.g. by manipulating
the core geometry through introducing air-gaps on the left-
and center-leg such that R2/RT ≈ R1/RT ), though the latter
configuration may result in reduced achievable Lm.
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Fig. 5. 3D FEA simulations in Ansys Maxwell, (a) example core and winding
configuration with overlaid core flux density in [mT], and (b) comparison
of magnetizing and leakage inductance with predictions based on reluctance
modelling. In (a), sinusoidal current excitations are applied with Ip = 4

√
2 A,

and Is =
√

2 A. In (b), the absolute value of inductance difference between the
predictions and simulations are listed as labels for the simulation scatter-plots.

C. Comparison to Simulation

To validate the proposed reluctance modeling, a comparison
between the predicted and simulated (via 3D FEA simulations
in Ansys Maxwell) magnetizing and leakage inductances for
an example EII transformer is evaluated. For simplicity, the
conventional E58 core geometry [28] was considered, where
the core’s center leg width and outer right leg width were
exchanged (i.e. lside = 8.1 mm, and llk = 4.2 mm). This
particular manipulation is preferred as the center and outer
left legs generally carry more flux than the outer right leg, and
hence larger cross-section areas along this path are beneficial
for core loss reduction. An example core and winding structure
is shown in Fig. 5(a), with the flux density overlaid within
the core. In the presented simulation, the sinusoidal current
relationship is Ip(t) = nIs(t), where the resulting flux in the
core will isolate the leakage mechanism, as the magnetizing
current is zero (cf. Fig. 1). It is clear that there is larger flux
density in the outer right and center legs as a result of the
dual role that the center leg realizes (i.e. the mutual flux path
between primary and secondary, and the leakage flux path
between the outer right leg and center leg). While the proposed
simulation is beneficial for visualization of leakage generation
within the transformer, practically magnetizing current will
always exist, which is critical to consider in loss analyses.

The magnetizing and leakage inductances are compared as
a function of the air-gap width in Fig. 5(b), with the absolute
value of difference between the simulation and predictions
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Fig. 6. Circuit schematic of the single-stage DC-AC microinverter based
on the DAB circuit topology. The highlighted integrated EII transformer’s
leakage inductances are utilized for power transfer between the primary- and
secondary-side. Waveforms probed in experimental measurements are bolded
and marked with an asterisk.

TABLE II. NOMINAL OPERATING CONDITIONS OF THE MICROINVERTER.

Vin,mpp [V] Pin,mpp [W] Vac,rms [V] fgrid [Hz] fsw [kHz]

40 400 240 60 200

plotted as a data label. From a qualitative perspective, the rela-
tionships between the magnetizing inductance and the air gap
length are directly proportional, while the relationship between
the dominant leakage inductance and the air gap length are
inversely proportional, expected from (11)-(13). Furthermore,
the secondary-side leakage inductance is dominant compared
to the primary-side leakage inductance, expected due to the
fact that R1 > R2. From a quantitative perspective, it is
clear that the predicted and simulated values of magnetizing
inductance agree very closely. On the other hand, there is some
small error in both the primary- and secondary-side leakage
inductance, with a near-uniform deviation of around 0.17 µH.

III. TRANSFORMER LOSS MODELING

A. Application to Dual-Active-Bridge
The proposed application of the EII transformer is a single-

stage, single-phase, PV microinverter, based on the DAB
topology shown in Fig. 6 [19]. The nominal specifications
of the considered system are shown in Table II. In the
considered topology, the leakage inductances act as the power
transfer element between the primary- and secondary-side,
while the magnetizing inductance can help to support zero-
voltage-switching (ZVS) of the devices [23]. The considered
control principle is phase-shift-based modulation, where in
each switching period a quasi-square-wave voltage source can
be applied on the primary-side and a square-wave voltage
source can be applied on the secondary-side with a control-
lable phase shift; the transformer currents are hence decided
according to the solution of the circuit in Fig. 1. Detailed
analytical modelling in the frequency-domain regarding this
control principle is well established, of which recent modelling
efforts have been developed in [19] and [32].

B. Conduction Loss modeling
The conduction loss in the transformer can be calculated

using the detailed formula,

Pcond =
1

2

kmax∑
k=1,odd

[
~Ip,k ~Is,k

] [Rp Rm
Rm Rs

]
k

[
~I∗p,k
~I∗s,k

]
(14)

where ~Ip/s,k is the vector component of the primary- and
secondary-side currents at the kth harmonic, Rp is the
primary-side self-resistance, Rm is the winding mutual re-
sistance, and Rs is the secondary-side self-resistance [24].
However, while (14) is the most accurate conduction loss
expression, especially in dual-active-bridge converters where
the transformer primary- and secondary-side currents are com-
posed of multiple harmonic components, the analysis requires
characterization of the resistance matrix of a transformer
design across multiple harmonics of the switching frequency.
The winding AC resistances as a function of frequency are
difficult to derive analytically, which are generally due to
both skin and proximity effects, conventionally calculated via
Dowell’s formula [25]- [26]. However, the proposed winding
structure consists of both interleaved winding sections (where
the AC resistance could be calculated more accurately), and
non-interleaved winding sections (which do not obey Dowell’s
assumptions due to MMF variation in both the horizontal
and vertical directions) [20]. As such, determination of the
resistance matrix of a given design can only be reliably
determined through the use of 3D FEA simulations [27].
Nevertheless, coordination between the optimization routine
and 3D FEA simulations for each considered design would
significantly increase the computational complexity of the
analysis, and hence simplifications to (14) were pursued.

1) Conduction Loss Simplification (a): In light of the
complexity issues regarding the use of (14), two approxima-
tions are proposed for computational simplification. First, the
conduction loss at the kth harmonic is expanded into,

Pc,k = I2
p,kRp,k + I2

s,kRs,k + 2Ip,kIs,kRm,k cos(∆βk) (15)

Pcond =
1

2

kmax∑
k=1,odd

Pc,k (16)

where Ip/s,k is the magnitude of the primary- and secondary-
side current at the kth harmonic, and ∆βk is the phase
angle difference between the currents. While the phase angle
difference is easily known through circuit modelling, the
derivation of the mutual resistance analytically is difficult.
As such, the proposed approximation sets 2cos(∆βk) = 2,
effectively saying that the phase angle difference between
the primary- and secondary-side currents is small enough to
be ignored. The angular approximation is validated in Fig.
7(a) across the quarter-line-cycle at each CEC power level.
It is clear that as the magnetizing inductance increases, the
effect of the magnetizing current in perturbing the phase angle
between the primary- and secondary-side is minimal. It is
further evident that even for low magnetizing inductance of
10 µH, the approximation will only generate sufficient error
in the low operating power levels. In these cases, specifically
for negative Rm values, the predicted conduction losses will
be slightly under-estimated.

2) Conduction Loss Simplification (b): The second approx-
imation is proposed to promote a further simplification of the
conduction loss calculation in (15). The calculation process is
first given by,
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Fig. 7. Validation of approximation (a) 2 cos(∆β1) ≈ 2, and (b) Ip,r,1 ≈ nIs,r,1, for conduction loss calculation simplifications. In each case, the series
of plots show the approximations across each CEC power level for an example 400 W microinverter, with Llk,p = 1.2 µH and varying values of Lp

m. The
blue, red, and yellow traces correspond to an Lp

m value of 10 µH, 20 µH, and 40 µH, respectively. In (b), the solid lines show local DC-DC operating point
approximation error across the DC-AC line-cycle, whereas the dotted lines indicate the error in total line-cycle RMS.

Pc,k ≈ I2
p,r,kRp,k + I2

s,r,kRs,k + 2Ip,r,kIs,r,kRm,k (17)

Pcond =

kmax∑
k=1,odd

Pc,k (18)

where the current magnitudes are replaced by the respective
RMS value, through distribution of the factor of 1

2 in (16).
Under the approximation that Ip,r,k ≈ n·Is,r,k, this expression
can be rewritten as,

Pc,k ≈ I2
p,r,k (Rp,k +Rm,k/n)+I2

s,r,k (Rs,k + nRm,k) (19)

where the 2Ip,r,kIs,r,kRm,k expression is split and summed
separately into the first two terms. Whereas the first approx-
imation discussed the phase angle between the two currents,
the second approximation targets equal relative magnitudes
of the two currents. An analytical analysis of the magnitude
approximation is formulated in Fig. 7(b), where the error
incurred by the approximation is analyzed across a quarter-
line-cycle for each CEC power level. For each power level, the
error of the assumption is calculated at each DC-DC operating
point as well as across the line cycle. It is clear that for even
Lpm = 10 µH, errors in line-cycle RMS current are mostly
below 10% despite certain DC-DC operating points having
larger errors.

In general, both of the proposed approximations benefit in
accuracy for larger ratios of magnetizing to leakage induc-
tance, which is desirable in the proposed transformer design
as the magnetizing flux path is ungapped. Specifically, large
magnetizing inductances yield low magnetizing currents and
hence generally lower core losses (of which the modelling
is formulated in the following section). Furthermore, the
approximation errors are largest in the lower power levels,

which are not as critical as the higher power levels (this will be
more clear in Section IV-B in discussion of the CEC efficiency
calculation). The two proposed approximations enable final
restructuring of the conduction loss calculation into,

Pcond ≈
5∑

k=1,odd

I2
p,r,k

(
Fr,p,kRdc,p +

Fr,s,kRdc,s
n2

)
(20)

where the first three odd harmonics are used for conduc-
tion loss calculation, Fr,p/s,k is an equivalent primary- and
secondary-side DC-to-AC resistance ratio at the kth harmonic
including contributions of both the self and mutual resistances,
and Rdc,p/s are the primary- and secondary-side DC resis-
tances. This form, facilitated by the balanced current approx-
imations, is also shown under similar conditions in [24]. The
formulation is beneficial for analytical procedures, as trends
can be derived through detailed FEA simulation for the DC-
to-AC resistance ratios, which are multiplied by simply for-
mulated DC resistances. While the proposed balanced current
approximations have been shown to be sufficiently accurate
in the conditions surrounding the proposed application, they
certainly are not uniformly applicable, especially in designs
with reduced ratios of magnetizing to leakage inductance.

3) Design considerations: It is important to identify spe-
cific design trends associated with the formulation of the
DC-to-AC resistance ratios, Fr,p and Fr,s. Three unique
transformer designs are analyzed in this sub-section with
design parameters listed in the Appendix. In each case, the
excitation frequency was fixed at 200 kHz, and the excitation
amplitudes were 4 Arms for the primary and 1 Arms for
the secondary. For each design, Fig. 8 demonstrates to-scale
3D FEA winding current distributions of the three designs,
each with 5 mm for the distance between the leakage-leg air-
gap and the windings beneath, deemed hgw (cf. Fig. 4(a)).
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(a) (b) (c)

Fig. 8. Current density distributions to-scale for three designs under analysis,
(a) transformer A, (b) transformer B, and (c) transformer C. Each of three
unique regions (R1, R2, and R3) are highlighted for the three designs, where
the current density has unique distribution patterns. The images in relationship
to the winding stack-up from Fig. 3 are P-1 on the top-left, P-2 on the bottom-
left, S-1 on the top-right, and S-2 on the bottom-right.

The current distribution pattern in each case is consistent for
each of the three indicated regions in Fig. 8, namely region
1 (R1) for the windings outside of the core footprint, region
2 (R2) for the interleaved winding portion, and region 3 (R3)
for the winding portion beneath the leakage leg air-gap. First,
region 1 indicates current concentration towards the edges of
the windings. Next, region 2 exhibits very balanced current
distribution, as this region has strong winding interleaving.
Finally, region 3 exhibits current concentration in the winding
portion beneath the air-gap, due to the H-field pattern that
emanates from the air-gap, as indicated in [29] and [30].

Two key design insights regarding region 3 are important
to investigate further, which also lead to determination of
resistance trends in the other winding regions. First, while
region 1 and region 2 realize similar current distribution
patterns on each winding layer, the current distribution in
region 3 is more uniformly distributed for the winding further
from the gap than the winding closer to gap. This insight was
also made in [17] for an inductor winding design. As such,
it is inferred that the distance between the gap and windings,
hgw is an important parameter to be designed properly. In
light of this, trends of hgw versus Fr,p/s are developed and
plotted in Fig. 9. It is clear that for each transformer design, the
secondary-side Fr,s is a strong function of this gap distance
up to a certain point, whereas the Fr,p is relatively flat. A
general rule of thumb that can be applied, which was originally
proposed for inductor windings beneath an air-gap in [30], is
that the ratio of wwind to hgw (hereby deemed the Sullivan
ratio, rS) should be less than or equal to four. In the case of the
proposed transformer, of which only a single set of windings
is below the gap, this rule of thumb is also quite accurate,
which would lead to hgw selections of ∼6 mm, ∼4 mm, and
∼2 mm for designs A, B, and C, respectively. Nevertheless,
to ensure a closer-to-minimum Fr,s, the maximum bound of
the Sullivan ratio is chosen to be three.

The second key insight is that the width of the crowding
region is related to the width of the air-gap, implying that
the ratio of the gap length to the winding width, rgw =
lgap/wwind is an important design parameter. It should be

(a) (b) (c)

Fig. 9. Parametric analysis of the primary- and secondary-side DC-to-AC
resistance ratios as a function of the air gap-to-winding distance (and Sullivan
ratio in parenthesis) for, (a) transformer A, (b) transformer B, and (c)
transformer C.
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Fig. 10. Parametric analysis of the primary- and secondary-side DC-to-AC
resistance ratios as a function of (a) the gap to winding width ratio for the
secondary-side, (b) the frequency for the primary-side, and (c) the frequency
for the secondary-side. Logarithmic trends are identified for the air-gap width
to winding width ratio on the secondary-side, while exponential trends are
identified for the resistance ratios as a function of frequency. Design details for
Transformer A are shown in blue, Transformer B in orange, and Transformer
C in gray.

noted that for a given transformer design, neither lgap nor
wwind are free variables, and hence rgw only serves to prefer-
entiate one design over another. The values of the secondary-
side DC-to-AC resistance ratios are shown as a function of
rgw in Fig. 10(a). It is clear that the value of Fr,s varies quite
significantly as a function of rgw, and fits to a logarithmic
trend (with an R2 = 0.9952) of which the relationship is
henceforth used. Specifically a logarithmic fit was considered
due to the logarithmic spread of the perpendicular H-field
component fringing from the gap to the windings [29].

Maintaining a Sullivan ratio of three, analysis of the DC-
to-AC resistance ratios were further evaluated as a function
of switching frequency harmonic. The results are presented
for the primary-side DC-to-AC resistance ratio in Fig. 10(b),
where the value varies exponentially in each case, increasing
by roughly a factor of 10% for successive harmonic levels.
Furthermore, the results for the secondary-side DC-to-AC re-
sistance ratio are highlighted in 10(c), where again exponential
trends are identified with increases of roughly a factor of
20% for successive harmonic levels. Therefore, the following
resistance trends are utilized in the following multi-objective
optimization,

Fr,p,k = 1.3 · e0.055(k−1) (21)

Fr,s,k = (1.67− 0.15 ln(rgw)) · e0.1(k−1) (22)

where the primary-side DC-to-AC resistance ratio of all de-
signs is equal, whereas the secondary-side DC-to-AC resis-
tance ratio is a function of the rgw parameter.
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C. Core Loss modeling

The proposed transformer structure exhibits non-uniform
flux density due to the consideration of unique cross-section
areas throughout the core, and the fact the flux in the three
legs is non-equal. As such, a unique core-loss calculation pro-
cedure is developed, similar to that proposed in [15], broken
down into three key steps. First, the equivalent circuit for a
given switching period is analyzed based on the superposed
harmonic analysis developed in [19], from which the time-
domain currents on the primary- and secondary-side can be
reconstructed. After reconstructing the time-domain equivalent
currents, the flux in each of the transformer legs can be found
as a function of excitation current from the transformer’s
reluctance model, with (5)-(7). Finally, the core loss can
be calculated in each of the core’s reluctance sections inde-
pendently and summed using an adaptation of the improved
Generalized Steinmetz Equation (iGSE) [21],

Pcore =
ki
Tsw

 s∑
j=1

(
∆Bβ−αpp,j

d∑
i=1

∆t1−αi ∆Bαj,iVj

) (23)

∆Bj,i =
∆φj,i
Aj

(24)

where j corresponds to the core reluctance section (arbitrarily
numbered from 1 to s); s corresponds to the maximum number
of core sections considered; {ki, α, β} are the Steinmetz
parameters [21]; d is the number of unique time-steps that
the switching period is discretized1; ∆Bj,i is the change in
flux density in the discrete time step ∆ti; ∆Bpp,j is the peak-
to-peak flux density of core section j across the switching
period; and {Aj , Vj} are the cross-section area and volume
of the core section (cf. Table I).

The core loss modeling approach is validated using the
Ansys Maxwell Magnetic Transient simulation, which allows
arbitrary current excitation waveforms (determined from time-
domain simulations of specific operating points) to be applied
to the transformer windings. The simulation is then solved over
several switching periods, where the average core loss can be
extracted. An illustration of the core loss calculation process
is highlighted in the top inset of Fig. 11. The transformer
utilized for the analysis is that from Section II-C, with an air-
gap length of 3 mm. The predicted core loss across the AC
line cycle is compared to simulation at four example operating
points for the 200 W average power level. The comparative
results are shown in the bottom half of Fig. 11, where the
simulation and model agree within 5% error in each case.

IV. MULTI-OBJECTIVE OPTIMIZATION OF CORE
GEOMETRY

The proposed transformer is evaluated in a constrained
multi-objective optimization procedure of the core geometry,
to select a design with the lowest transformer efficiency drop

1In the considered primary-side full-bridge / secondary-side half-bridge
topology there are at most six unique piece-wise linear portions of the
transformer current [19].

Fig. 11. Core loss simulation versus prediction at the 200 W average power
level, with prediction error at the simulated points shown as a data label. The
top inset highlights an example Ansys Maxwell Magnetic Transient simulation
with user-defined current excitations applied to the core and winding geometry,
which is solved over time to extract time-varying and switching period
averaged core loss.

while satisfying power-throughput and size constraints, as
explained below.

A. Design constraints

1) Parametric constraint: As detailed in [19], a target
amount of leakage inductance is desired based on the max-
imum power transfer capability in the DC-AC DAB as well
as limiting the conduction loss factor (CLF), which is a
figure of merit denoting CEC-related conduction losses in
the microinverter circuit. Generally, this constraint can be
evaluated by checking,

C(1) = [Llk,s(lgap) = Llk,des for lgap ∈ {0, ltop}] · (25)

In other words, (25) evaluates whether or not the target leakage
inductance can be generated by varying the air-gap length
between zero and ltop (cf. Fig. 4).

2) Geometric constraints: Additional design constraints are
posed regarding the footprint of the transformer, with the goal
of optimizing power density assuming the rest of the PCB is
pre-designed. The geometric constraints are pictorially shown
in Fig. 12, where the PCB length should not be violated,
and the transformer depth ensures at least that the power
density requirement is met. Mathematically, the two geometric
constraints are posed as,

C(2) = dcore + 2wwind −Dtr,max (26)

C(3) = lcore + wwind − Ltr,max (27)

where dcore, lcore, and wwind are defined in Fig. 4, Dtr,max

and Ltr,max are defined in Fig. 12, and the constraints are
satisfied if the expression is less than or equal to zero.
Dimensions of the PCB in Fig. 12 are highlighted in Table III,
alongside other relevant specifications used to determine the
maximum allowable transformer dimensions. A 5 mm increase
in PCB length and depth was considered, as well as a 1 mm
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Fig. 12. Illustration of the transformer dimensional constraints in light of the
main-circuit layout. Assuming the rest of the power circuit PCB has been
pre-designed, the transformer length should not exceed the PCB length, while
the maximum depth is decided according to the power density target and
PCB height. Terms δD and δL denote additional margins on the allowable
dimension.

TABLE III. SPECS. USED FOR TRANSFORMER FOOTPRINT CONSTRAINTS.

Lmc(δL) [mm] Dmc(δD) [mm] h (top / bottom) [mm]

90 (4) 150 (4) 25 (6 / 19)

ρ [W/cm3] Ltr,max [mm] Dtr,max [mm]

0.6 87 83

increase in PCB height on the top and bottom, due to realistic
implications of the microinverter packaging solution in the
power density calculations. In the first iteration of the design
optimization, the outer core geometry is considered to be fixed
to that of the E58 core from Ferroxcube [28]. Section IV-E
highlights extension of the design analysis to a fully custom
core geometry.

In addition to constraints regarding the length and depth
of the transformer footprint, additional constraints should be
posed regarding the distance between the leakage leg air-gap
and the windings below, in line with the discussion from
Section III-B3. In particular, the ratio of winding width to
the gap-to-winding distance should be less than or equal to
three. This constraint can be posed mathematically as,

C(4) =
wwind
hgw

− 3 (28)

where wwind, and hgw are defined in Fig. 4, and the constraint
is satisfied if the expression is less than or equal to zero.

B. Objective functions

In PV microinverter applications, the CEC efficiency is
used to benchmark the circuit’s efficiency performance. It is
determined as a weighted sum of the circuit efficiency at
various operating points,

ηCEC =

6∑
i=1

Ci · ηi (29)

where the weighting coefficients are C = [0.04, 0.05, 0.12,
0.21, 0.53, 0.05], the power levels of interest are P = [10%,
20%, 30%, 50%, 75%, 100%]Pav,max, and ηi corresponds to
the system efficiency at CEC power level i [22].

The converter’s CEC efficiency in (29) can be decomposed
to identify CEC percentage drops due specifically to the
transformer,

ηCEC =

6∑
i=1

Ci

[
1− (Lcore,i + Lcond,i + Lo,i)

Pi

]
(30)

where Lcore,i and Lcond,i denotes the transformer’s line-
cycle-averaged core and conduction losses respectively, and
Lo,i represents the other losses in the system (i.e. device
conduction, switching, etc.), at each average power level Pi.

The modulation-level optimization (MLO) developed in [19]
is used to determine circuit behavior at ‘N ’ number of DC-
DC operating points across the symmetric DC-AC quarter-line
cycle. In the utilization of the MLO, the time-domain trans-
former currents are hence known at every operating point for
each CEC power level. As such, the core and conduction losses
can be calculated at each DC-DC operating point according
to the procedure described in Section III, and averaged across
each CEC power level via,

Lcore,i =
1

N

N∑
1

Pcore(Ip(t), Is(t), φ1, φ2, φ3, A, V ), (31)

Lcond,i =
1

N

N∑
1

Pcond(Ip(t), Is(t), ~x), (32)

where Ip(t) and Is(t) are the time-domain expressions for
the transformer terminal currents at each DC-DC operating
point; φ1 − φ3 are expressions of the flux in each core leg
(i.e. (5)-(7)); and {A, V } are the areas of volumes of each
core component from the detailed reluctance modeling (cf. Fig.
4(a)). With the loss expressions derived at each CEC power
level, the optimization objective functions can be defined as,

PCF = Y (1) =

6∑
i=1

Ci
Pi
Lcore,i, (33)

WLF = Y (2) =

6∑
i=1

Ci
Pi
Lcond,i· (34)

In particular, (33) describes the CEC efficiency drop due to
core loss and is hence deemed the core loss factor (PCF),
while (34) defines the CEC efficiency drop due to winding
loss and henceforth is referred to as the winding loss factor
(WLF). Together, the PCF and WLF add up to define the total
CEC loss factor (TLF) of the transformer.

C. Optimization implementation

A flow-chart of the optimization procedure is shown in Fig.
13. In the first step, selection of core material, inductance
targets, turns ratio, and dimensional constraints are input
to the MATLAB-based program. A genetic algorithm (GA)-
based multi-objective optimization procedure, which will be
motivated in the following section, is used to navigate the
three-dimensional search space consisting of the inner ge-
ometry parameters indicated in Fig. 4(a). For each set of
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Input parameters :

 1. Core material (FXC - 3F36)

 2. Inductance target (Llk,des)

 3. Transformer turns ratio (n)

 4. PCB dimensions (Lmc, Dmc, δL, δD, h, ρ)

End

MLO at CEC operating points :

 - Utilize n and achieved {Llk,p , Llk,s , Lm}  

 - For each Pi determine θi(t) and δi(t)

 - Calculate Pcore,i and Pcond,i  

Genetic-based iteration :

 - Design space vector x1x3 or x1x6

No

Constraint analysis :

C(1). Achieve Llk,des 

with variation of lgap

C(2-4). Geometric 

constraints satisfied

Objective function calculation :

 PCF  = Y(1) = Σ (Ci /Pi)·Lcore,i  

 WLF = Y(2) = Σ (Ci /Pi)·Lcond,i     

Yes

No

Yes

`gamultiobj’ 

stop condition 

eval.
x(1)

lside

x(2)

llk

x(3)

htop

x(4)

lcore

x(5)

dcore

x(6)

hcore

Fig. 13. Flow chart for facilitating the multi-objective optimization routine
for the proposed EII transformer. Definition of the input vector is indicated
in the iteration block in coordination with Fig. 4.

design parameters ~x1x3, the constraints from Section IV-A
are evaluated. If the constraints are not met, the genetic
algorithm re-iterates the design variables; else, the algorithm
proceeds to calculate the objective functions according to the
analysis in Section IV-B. The multi-objective optimization
procedure thereafter seeks to identify the trade-off between
core and conduction losses of the transformer, as they impact
the CEC efficiency drop. The algorithm proceeds until the
stop conditions associated with MATLAB’s in-built multi-
objective GA routine ‘gamultiobj’ are met, typically limited
either by the number of generations or the relative change in
Pareto candidates between generations. In addition to the EII
transformer, the shell and ACL transformers with mp = 1 and
ms = 4 from Fig. 2(b) and (c), respectively, were analyzed for
optimal geometric configurations.

D. Results

The results of the optimization procedure for the ACL
transformer, shell transformer, and three variants of the EII
transformer are depicted in the Pareto chart in Fig. 14(a). The
shell and ACL transformer with less number of primary turns
were not considered due to difficulty in achieving the leakage
inductance target, or too high core flux density. In general,
the trade-off between core and conduction loss is clear from
the convexity of the Pareto curves towards the bottom-left
corner. The size of each Pareto indicator is proportional to
the footprint area of the transformer, where it is clear that the
designs with larger footprint tend to have lesser conduction

loss at the cost of increased core loss due to the usage of larger
winding widths, which overhang from the core in multiple
dimensions (cf. Fig. 2 and Fig. 3). One key takeaway from Fig.
14(a) is that the EII transformer designs with Np = 2 perform
better than the ACL transformer, specifically as a result of
lesser CEC drop due to core loss (near uniform left shift in the
Pareto front). On the other hand, the shell transformer suffers
from much higher conduction losses than the EII designs with
Np = 2 due to the non-interleaving pattern of the windings.
The performance of the shell transformer is similar to that
of the EII with Np = 3, though the EII still achieves lower
core losses and slightly lower conduction losses in certain
configurations, as the DC-to-AC resistance ratio in the EII
is reduced in comparison to the shell. Finally, in comparison
to a low-leakage transformer with a separate inductor in series
on the primary-side, the EII transformers outperform from
a loss perspective but are realized in a slightly larger total
footprint area. The reduced loss in the EII is primarily due to
reduced conduction losses, with a balance of core losses, as
the non-integrated transformer with a series inductor requires
independent winding sets for each magnetic component.

To determine the ideal candidate to pursue experimentally,
the total transformer CEC drops for each of the Pareto candi-
dates are shown in Fig. 14(b). It is clear in this case that the
lowest loss designs for the EII configurations are lower than
that in each of the other configurations. Indicated transformer
designs T1-T4, representing the lowest loss designs for each
transformer type, are summarized in Table IV. It is concluded
that the EII transformer with Np = 2 has the best performance,
regardless of whether the leakage is lumped on the primary
and secondary sides. As such, the decision of where to lump
the leakage inductance can come from secondary consider-
ations, such as zero-voltage-switching (ZVS), and a more
comprehensive analysis can certainly explore those effects.
However, since the focus of this paper was to highlight the key
advantages of the EII approach, optimal leakage distribution
has not been investigated in this work. Finally, it may be
noted that in addition to achieving the lowest loss, the EII
transformer also has a lower footprint area than the optimal
shell and ACL designs due to the reduced winding overhang
outside of the core footprint.

One additional point of analysis for the EII Sec. transform-
ers with Np = 2 is highlighted in Fig. 14(c), where the total
transformer drop of each Pareto candidate is broken down
by loss mechanism. It is interesting to note that the total
transformer drop is relatively constant within a range of Pareto
candidates, around 1.2%. However, this total drop is achieved
with differing proportions of core and winding losses. The T4

selection achieves a more balanced distribution of core and
winding losses, though there is freedom to select a design in
which the loss is more skewed to the core (T4,core) or windings
(T4,cond). This implies that the decision of which design
to select can come from other practical design perspectives,
predominantly thermal management. In many cases, due to
the large area of the core and the fact that the windings are
embedded into the PCB, a larger core loss may be preferable
for cooling.
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Fig. 14. Results of the multi-objective optimization procedure of the considered integrated transformers, (a) Pareto chart, (b) total loss breakdown of Pareto
candidates sorted by increasing core losses, and (c) breakdown of the EII Sec. (Np = 2) Pareto candidates by loss mechanism. The size of the stars in the
Pareto chart in (a) are proportional to the footprint area of the design. The indicated design points T1-T4 are highlighted in Table IV.

TABLE IV. COMPARISONS OF OPTIMAL E58 TRANSFORMER DESIGNS. DEFINITIONS OF PCF AND WLF ARE PROVIDED IN (33) AND (34).

Transformer Type Lp
m [µH] Llk,p [µH] Llk,s [µH] PCF [%] WLF [%] TLF [%] Footprint Area [cm2] Intra-overlap Inter-overlap

Ind. + Tr. — T0 20 1.18 n/a 0.12% 1.04% 1.16% 40.6 (8.15-i + 32.5-t) Low High

Shell [14] — T1 27.7 0.58 0.58 0.49 1.26 1.75 66.1 High Low

ACL [15] — T2 39.2 0.6 0.6 0.81 0.62 1.43 48.4 Medium High

EII Pri. [Proposed] — T3 40.4 1.17 0.05 0.58 0.62 1.2 41.3 Low Medium

EII Sec. [Proposed] — T4 38.6 0.07 1.2 0.59 0.6 1.19 42.2 Low Medium

Fig. 15. Pareto-front comparison between the E58-EII Sec. and the Custom-
EII Sec. Furthermore, utilization of GA is justified, as the BF- and GA-derived
Pareto fronts are nearly identical for the E58 core analysis.

E. Extension to Custom Core Geometry

To facilitate a fully custom core analysis, three additional
design parameters (outer core width, length, and height) can
be introduced, where the design vector from Fig. 13 is hence
6-dimensional, ~x1x6. Due to the dimensionality of the fully
custom problem, and the inner-loop being computationally
expensive, use of GA is invaluable; the computation time
would be very high considering brute-force (BF) approaches
(i.e. an exhaustive decision space search) that scale according
to texn

d, where tex is the execution time of one iteration, n
is the dimension of the decision space vector, and d is the
number of discrete possibilities of each design variable.

The results and comparison of the fully custom EII Sec.

analysis (Custom-EII Sec.), versus the E58-EII Sec., is high-
lighted in Fig. 15. In this figure, an overlay of the BF analysis
for the E58-EII Sec. transformer was performed to compare
against the GA-based implementation. It is shown that the GA
(total time = 36.27 hrs.) is capable of delivering near-optimal
results based on the BF search (total time = 31.8 hrs.), at a
similar total execution time. Importantly, the BF decision space
contained 25 points for x1 and x2, and 5 points for x3 (cf. Fig.
13 for variable identification), while the GA was executed to
100 generations at most. On the other hand, the fully custom
design (total GA run time = 100.8 hrs.) Pareto front is nearly
intractable with a BF-based search, where 25 points for the
additional three input parameters {x4, x5, x6} would create a
decision space with over 48 million unique designs.

Comparing transformers T4 and T5 in Fig. 15, allowing all
of the core dimensions to be variable enables a reduction in
efficiency drop by almost 0.4%. However, for the reduction in
loss attributed primarily to reduced core loss, the footprint area
of the transformer increases by roughly 50%. Nevertheless,
the proposed optimization procedure ensures that the circuit
power density target is still maintained. The finally selected
EII Sec. designs T4 and T5 are presented in Table V, alongside
predictions from 3D FEA simulation. It is clear that in both
cases the predictions of magnetizing and leakage inductance
agree well, further validating the transformer characterization
from Section II. Additionally, the AC resistance predictions in
the model are within 5% of the 3D FEA results. Comparing the
CLF with the analytically simplified approach in (20) versus
use of (14), where the resistance matrix was extracted from
3D FEA simulations (14), yielded an absolute difference of
0.01% for T4 and 0.008% for T5, validating the proposed AC
resistance modelling and associated simplifications.
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TABLE V. GEOMETRIC AND ELECTRICAL SPECIFICATIONS OF THE OPTIMAL E58-EII SEC. TRANSFORMER WITH NP = 2 (T4), AND THE OPTIMAL
CUSTOM-EII SEC. (T5). DIMENSIONS PROVIDED IN [MM]. ELECTRICAL PARAMETERS ARE COMPARED TO 3D FEA SIMULATION VALUES IN PARENTHESIS.

Design lside llk htop lgap lcore dcore hcore Rdc [mΩ] Rac,1 [mΩ] Lp
m [µH] Llk,sec [µH]

T4 11.3 13.4 4.9 1.4 58.4 38.1 15.4 10.9 (10.5) 13.64 (13.59) 38 (39) 1.28 (1.2)

T5 10.5 6.2 6.0 2.35 60.6 49.9 18.6 9.26 (9.35) 12.05 (12.08) 43.6 (43.9) 1.23 (1.25)

(a) (b) (c)

Fig. 16. Extended loss analyses of the T5 transformer across a range of input
voltage and power transfer conditions, where analytical calculations were
performed for (a) core losses, (b) conduction losses, and (c) total losses.
The white regions of the loss contours are infeasible operating points due to
the maximum power transfer condition of the DAB converter with a fixed
switching frequency [19].

F. Extension of Operation Space

In microinverter applications, it is typical that the operating
point of the solar panels vary uniquely from the nominal
operating conditions across each day of the year due to
changing temperatures, irradiation, and presence of partial
shading conditions. While these details were not explicitly
considered in the optimization process, the optimally selected
T5 transformer performance was validated across a wide range
of operating points. The transformer core and conduction
losses were analytically verified for an array of input voltages,
namely 20 V to 60 V, with power levels between 40 W and
400 W, with results shown in the contour plots in Fig. 16. It is
clear that the losses are quite uniform between the 20 V and
60 V operation cases across all power levels.

V. EXPERIMENTAL RESULTS

A. Transformer characterization

The selected EII Sec. transformer designs for the E58 (T4)
and custom design (T5) from the previous section, each shown
in Fig. 17, were fabricated by a Ferrite core manufacturer and
evaluated for their electrical characteristics. Due to the fact that
the magnetizing flux path is realized with an un-gapped core,
it is first important to characterize the permeability of the core,
as the material permeability is only guaranteed within ±20%
[31], and additional effects at the core interfaces may attribute
to additional permeability reduction. A unique experimental
value of permeability was extracted for each core, as they
were produced in separate batches. The effective permeability
of the E58 core was concluded to be µr = 950, while the
effective permeability for the custom core was µr = 1250.

Using the calibrated permeability, the transformer’s electri-
cal characteristics were compared to predictions and 3D FEA
simulations. The results of the comparison are highlighted
in Table VI. Due to the permeability reduction, the achieved
magnetizing inductance is less than the value expected con-
sidering the nominal permeability value (cf. Table V). This

(a) (b)

Fig. 17. Annotated photograph of the assembled EII Sec. transformers (a)
E58-based design (T4), and (b) custom core design (T5). In each design, the
core gap is controlled with a unity permeability shunt, and compressed with
tape. In (b), an additional rigid sheet is placed on the top of the core for
assembly support.

TABLE VI. EXPERIMENTAL ELECTRICAL PARAMETERS OF T4 AND T5.

Transformer
Lp

m [µH] Llk,p [µH] Llk,s [µH]

Sim. Exp. Sim. Exp. Sim. Exp.

T4 22.3 22.8 0.27 0.38 0.92 0.91

T5 38.7 37.6 0.34 0.36 0.97 0.95
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Fig. 18. Comparison between predicted and experimental behavior of the
main-circuit at an example DC-DC operating point with, (a) E58-EII Sec.
T4, and (b) Custom-EII Sec. T5. The demonstrated waveforms are indicated
in Fig. 6

.

may increase conduction losses due to increased RMS current,
however there is no significant penalty to core loss, as the flux
density in the ungapped magnetizing flux path is proportional
to µr (cf. (5)-(7)). Nevertheless, comparison of the transformer
experimental parameters to prediction and 3D FEA simulation
is accurate with the proper value of permeability, validating the
transformer modelling.

B. Hardware testing

The EII transformer prototypes were connected to a mi-
croinverter circuit with the specifications in Table II to verify
the effectiveness of the proposed design under nominal power
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(a) (b)

(c) (d)

Fig. 19. Circuit performance at the 300 W average power level, (a) low-frequency waveforms with T4 and high-frequency zoom-in near ωgt = π/8 and
ωgt = π/2, (b) low-frequency waveforms with T5 and high-frequency zoom-in near ωgt = 0 and ωgt = 3π/8, (c) clear and thermal images of T4
transformer, and (d) clear and thermal images of T5 transformer. The demonstrated waveforms in (a) and (b) are indicated in Fig. 6.

transfer conditions. The circuit uses a combination of GaN-
based devices (EPC2001C) on the primary-side, and Si-based
devices on the secondary-side (IPD60R180P7) and unfolder
bridge (TK290P60Y). Further details regarding circuit design
insights and modulation-level analyses can be found in [19]
and [32].

1) DC-DC testing: The transformers were first connected
to the main-circuit in which a steady-state DC-DC con-
verter operation was analyzed. The resulting waveforms are
shown in Fig. 18, including an overlay of predicted and
experimental waveforms plotted in MATLAB. The electrical
characterization of both the T4 and T5 designs is verified,
as the experimental and predicted waveforms (evaluated via
the approach in [32]) nearly completely overlap. Furthermore,
the transformer current waveforms do not exhibit significant
ringing at the primary or secondary switching transitions,
implying that the parasitic capacitances of the prototype are
adequately mitigated.

2) DC-AC testing: The transformer was next evaluated in
DC-AC operation for both electrical and thermal performance.
In all experimental scenarios the DC input voltage was set to
40 V, and the modulation parameters were determined offline
and delivered to the devices through the use of look-up tables
(LUTs). The low-frequency electrical waveforms with a resis-

tive load at the 300 W operating condition are shown using T4

and T5 in Fig 19(a)-(b), respectively. The two low-frequency
waveforms are nearly identical and demonstrate good sinu-
soidal output voltage shaping, as the leakage inductance is
controlled to be roughly equal between the two designs and the
modulation parameters delivered to the devices were the same.
In addition to the low-frequency circuit behavior, several high-
frequency zoom-in waveforms are shown at various grid angles
(ωgt), namely ωgt = {π/8, π/2} for T4 and ωgt = {0, 3π/8}
for T5, are also provided in 19(a)-(b) to further demonstrate
the phase-shift control principle as well as the transformer
performance across a range of operating points. The DC-
DC waveforms were selected differently for each transformer
to provide insight into the transformer performance across a
wide range of secondary-side voltage levels and modulation
conditions, as it was already established in Fig. 18 that the
performance of both transformers is largely equivalent for
similar DC-DC operating points.

Thermal images, captured using a FLIR E6 infrared camera
for both prototypes, are shown in Fig. 14(c)-(d). It can be
observed that for the T4 design in Fig. 19(c), the core hot
spot temperature was 37.5 ◦C along the core region where the
primary- and secondary-side windings overlap. This is due in
part to indirect heating from the windings, as well as highest
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Fig. 20. Experimental efficiency of the microinverter with the expected loss
breakdown between the transformer and devices at each power level.

core loss density in this segment of the core as the cross-
section area is the lowest in the magnetizing flux path. In com-
parison, the T5 transformer in Fig. 19(d) exhibits significantly
reduced core temperatures at 25.2 ◦C, while the surrounding
windings reached ∼ 29 ◦C. The reduced temperatures in both
the core and windings exemplify improved loss performance
of T5.

3) Efficiency analysis: The efficiency of the circuit was
analyzed at the 120 W, 200 W, and 300 W average power lev-
els, as they contribute most significantly to the microinverter’s
CEC efficiency. The results of the efficiency characterization
are shown in Fig. 20, where a peak efficiency of 96.5% is
achieved at the 200 W power level with the T5 transformer.
Generally, up to 1% efficiency improvement is realized with
the T5 transformer compared to T4. In addition to the general
efficiency number, the predicted loss contributions from the
transformer core, windings, and devices are shown as clustered
columns on Fig. 20. It is evident that reduction of core loss is
a principal contributor to improved efficiency with T5.

VI. CONCLUSION

This manuscript has presented a novel planar-based inte-
grated transformer concept and optimal design comparison
to other similar transformers from literature. The proposed
transformer achieves asymmetrically distributed controllable
leakage inductance through an independent core leg, where a
horizontal air gap is used for reluctance control. Closed-form
expressions of the core and winding losses of the proposed
design in a DC-AC single-stage microinverter topology are
developed and combined with the reluctance modelling in a
multi-objective design optimization of the transformer geom-
etry. Extending the design optimization to other integrated
transformers from literature revealed benefits in the pro-
posed structure from the perspectives of transformer efficiency
(specifically regarding controlled AC resistance and low core
losses), footprint area, and parasitic capacitance, alongside
simple winding layout and manufacturability. The proposed
transformer design was then analyzed considering a fixed outer
geometry versus a fully custom geometry, where a theoretical
0.4% CEC efficiency improvement (from 1.19% to 0.83%)
could be achieved at the cost of increased footprint area. Based

TABLE VII. TRANSFORMER DESIGN PARAMETERS CONSIDERED FOR
CONDUCTION LOSS ANALYSES.

Tr lside [mm] dcore [mm] wwind [mm] lgap [mm] rgw [%]

A 5 38.6 23.1 1.7 7.2

B 10.5 49.9 16.2 2.4 14.4

C 12.5 49.9 8.45 2 22.3

on the design analyses, two optimal transformer prototypes
were connected to a DC-AC microinverter circuit, and a peak
efficiency of 96.5% was achieved.

APPENDIX

A. Transformer Designs in Pcond Analysis

In developing the analytical framework regarding the DC-
to-AC side resistance ratios, three unique transformer designs
were considered that realized a wide variation across the
design space. These three designs were informed from the
custom transformer multi-objective design analysis in Section
IV-E. With reference to the Pareto front in Fig. 15, Transformer
A is one of the bottom-right corner designs with a PCF
of 1%, Transformer B is the finally selected design T5,
and Transformer C is the design in the upper-left corner.
Key design specifications related to conduction losses are
highlighted in Table VII, where clearly the designs have unique
values geometric variables as well as rgw.
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